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ADVERSE SELECTION UNDER COMPLETE IGNORANCE

Javier M. Lépez-Cuifiat

ABSTRACT

We examine an adverse selection relationship in which the principal is unaware of the
ex ante distribution of the agent’s types. We show that the minimax regret mechanism, which
is an incentive compatible and individually rational mechanism that minimizes the maximal
principal’s regret, requires the efficient agent to realize the corresponding first-best action
and demands an action lower than the first-best one from the inefficient type. We prove also
that the value of the minimal informational rent affects both, the optimal regrets and the
distortion induced by the minimax regret mechanism.

KEYWORDS: Principal-Agent Problem; Adverse Selection; Minimax Regret Criterion.







1. Introduction

The aim of this paper is to examine the principal-agent relationship of adverse selec-
tion when the principal is unaware of the ex ante distribution of the agent’s type, and
uses a non-Bayesian criterion to choose the direct mechanism For example, if the
cost to obtain information about the productivity of a regulated firm is very high, a
regulator may make decisions being ignorant of the efficiency of the firm. There are
several theories of behaviour under uncertainty that use other than probability state-
ments in their description (see Arrow (1951)). In this paper we use the argument put
forward by Savage (1951) according to which some decision makers (statisticians or
businessperson) are only responsible of making decisions as better as they can under
the actual circumstances. Therefore, in our mechanism design problem, we assume
that the principal uses the minimax regret criterion to choose the mechanism, and
we obtain the best mechanism, from the principal’s viewpoint, in that case. We also
compare the properties of the agent’s actions for that optimal mechanism with those
of the usual adverse selection Bayesian model in which the principal maximizes his

expected utility concerning an ex ante distribution of types.

There are two main differences between our approach and the standard one. On
the one hand, mechanism design literature assumes commonly a Bayesian setting in
which there exists a probability distribution of the agent’s types representing the
truthful ex ante distribution or common believes about the occurrence of types (see,
for instance, Guesnerie and Laffont (1984)). In opposition to that assumption, our
model assumes a stronger asymmetry of information: before contracting, the agent
knows his proper type but the principal is only familiar with the support of types. On
the other hand, standard models assume that the principal maximizes his expected
utility. In opposition, we suppose that the principal uses the minimax regret criterion
(suggested by Savage (1951)) to make his decision under complete ignorance. Such
a criterion, which may be deduced from reasonable axioms (see Milnor (1954)) lies
in minimizing the maximal decision maker’s regret (see the chapter 13 of Luce and
Raiffa (1957)).! To explain the minimax regret criterion in a general decision making
context, assume that a decision maker has to make a decision, but his utility level
for each decision depends on which state of the nature prevails. When the state is
unobservable before the choice, the decision maker’s regret associated with a decision
at a given state is defined by the difference between the maximal utility that he
would obtain under the given state if known, and the utility that he actually gets

for the decision under the given state. This difference measures the regret that the

! Regret functions are also considered in remarkable works in Decision Theory as,

for instance, in Kahneman and Tversky (1979) and Loomes and Sudgen (1982).
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decision maker can suffer under a state when he has already made a decision. So,
each feasible decision has a maximal regret for the decision malker’s, and the minimax

regret decision is the one that minimizes the maximal value of the regrets

In our adverse selection setting, the principal, being ignorant of the agent’s true
type, offers contracts that are based on the verifiable agent’s action (the agent’s deci-
sion or performance). According to the general context of individual decision making
under uncertainty, which we have described above, the principal would be the deci-
sion maker, the agent’s type would correspond to the unobservable state of nature,
and contracts would be the decisions. Since the taxation and revelation principles, in
the mechanism design literature, do not depend on the principal’s criterion to choose
contracts, we consider, without loss of generality, that the principal proposes direct
revelation mechanisms. We assume also that the principal is interested in hiring the
agent and, therefore, feasible mechanisms verify individual rationality and incentive
compatibility constraints. Following the above individual decision framework, we
define the principal’s regret, given a mechanism and a type, as the difference be-
tween the maximal utility, which the principal could get for that type, and the utility
obtained with the mechanism, when the agent has the given type. Of course, the
maximal utility that the principal may achieve, under a given type, is the level of his
utility corresponding to the optimal mechanism under complete information. There-
fore, in our individual decision making setting, in which the principal has to choose
a mechanism under “complete ignorance,” the principal will choose the mechanism
that minimizes his maximal regret among all the mechanisms verifying the incentive
compatibility and individual rationality constraints

The agent’s utility function is supposed to be separable. It is the difference
between the agent’s remuneration and a disutility function that depends only on
his action and his type. We also assume the principal’s utility function being the
difference between a function, which depends on the agent’s action and the agent’s
type, and the agent’s remuneration multiplied by a positive parameter that represents
the principal’s preferences about the agent’s welfare. The principal’s utility function
may depend on the agent’s type in settings, as for example, in which the principal is

a regulator and there is a shadow cost of public funds.

For simplicity, we assume a support of types with only two points. Since the
agent’s disutility increases with type, the lower point and the higher point are re-
spectively denominated as “efficient type” and “inefficient type.” So, for any feasible
mechanism, the principal has two regrets, one at the efficient type and another one
at the inefficient type. We also suppose conditions that guarantee the existence of an

interior {first-best) solution under complete information.
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Two important elements in the analysis are the principal’s regrets, at the efficient
and the inefficient type, under complete information. Each complete information
regret is the difference between the corresponding first-best principal’s utility level and
the one obtained, under complete information, for an action and the respective type
Under complete information, the minimax regret criterion consists in minimizing the
maximum of the two complete information regrets, So, under complete information,
the minimax regret actions are the first-best ones and the optimal values of the
complete information regrets are null. The essential fact for the analysis is that,
under incomplete information, the principal’s regret at a given type is the sum of
the corresponding complete information regret with the corresponding agent’s rent
perceived by the principal. Therefore, under incomplete information, the principal’s
objective is to minimize the bigger of the principal’s two regrets in the class of the

incentive compatible and individually rational mechanisms

Our first result concerns the levels of the agent’s utility at the efficient and ineffi-
cient types. As in standard models, the minimax regret mechanism pays the inefficient
agent the reservation utility because the principal may decrease his two regrets, at
the efficient and the inefficient types, by diminishing the corresponding agent’s util-
ities and keeping the validity of incentive compatibility constraints. Therefore, for
the minimax regret mechanism, the principal’s regret at the inefficient type coincides
with the corresponding complete information regret

The second result suggests that the minimax regret mechanism pays the efficient
type the lower bound of the agent’s utility that appears in the incentive compatibility
constraint corresponding to the efficient type. As in standard models, this produces
an informational rent (which depends only on the agent’s action at the inefficient
type) that is only received by the efficient agent. Therefore, for the minimax regret
mechanism, the principal’s regret at the efficient type is the corresponding complete
information regret plus the informational rent perceived by the principal.

Then, our analysis shows that, under incomplete information, the principal has to
consider essentially a distortion of the principal’s objectives corresponding to complete
information. The distortion induced by the hidden information consists in adding
the informational rent perceived by the principal only to the complete information
regret at the efficient type. We show that the minimization of the maximum of these
principal’s two (distorted) regrets is carried out in the space of the agent’s actions
for which the action at the inefficient type is lower than the one at the efficient type

because feasible mechanisms are incentive compatible.

We prove that for the minimax regret mechanism there is not distortion at the

top: the efficient type is asked for the optimal agent’s action under complete infor-
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mation. On the contrary, it entails, for the inefficient type, an agent’s action that
is lower than the first-best one. The intuition is the following. Recall that, for the
minimal regret mechanism, the principal’s regret at the efficient type is equal to the
corresponding complete information regret plus the respective agent’s informational
rent perceived by the principal, and his regret at the inefficient type coincides with
the corresponding complete information regret. The minimax regret mechanism de-
mands the first-best action from the efficient agent because, given an action for the
inefficient agent, the principal’s regret at the efficient type is the lowest possible if he
requires the efficient type to perform the first-best action. After equalizing the action
for the efficient type with the corresponding first-best one, the principal compares two
elements: the perceived informational rent —which now is equal to the regret at the
efficient type— and the complete information regret at the inefficient type —which
coincides with the principal’s regret. Since the informational rent function is positive
and strictly increasing, the minimum of the maximal value of the above two elements
is attained at an action that is strictly lower than first-best action at the inefficient
type.

When the minimal informational rent is high enough, the distortion is the greater:
for the minimax regret mechanism, the inefficient type is required to perform a null
action. Moreover, for this mechanism, the principal’s regret at the efficient type is
strictly bigger than the one at the inefficient type. When the minimal informational
rent is low enough, a positive action is demanded from the inefficient type. Now,
for the minimax regret mechanism, the principal’s regrets at the efficient and the
ineflicient type are the same and they are equal to the informational rent perceived
by the principal. The intuition concerns the above two elements that the principal
considers. If the minimal informational rent is very high, the first (informational
rent) element prevails and the principal minimizes the informational rent function
obtaining a null action for the inefficient type. This strong distortion is not so big as to
suppress the very high principal’s regret at the efficient type. Whenever the minimal
information rent is very low, the sufficient distortion is lower. The principal’s regret
is the lowest if he selects the action (lower than the first-best one at the inefficient
type) that equalizes the values of the above two elements because he tries to minimize

the maximum of them.

Finally, in this paper we also compare the distortion —in the agent’s action at the
inefficient type— produced by the minimax regret mechanism with the corresponding
one of the optimal mechanism for Bayesian settings. When the minimal informational
rent is high enough, the minimax regret mechanism produces a distortion greater

sometimes, or smaller in other cases, than the one usually obtained concerning an
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ex ante distribution of types. In an example of regulation, the reason is that if
the probability of the efficient type is small, the Bayesian distortion has to be low
and it may be lower than the minimax regret one. On the contrary, if the minimal
informational rent is low enough, the produced distortion, in the minimax regret
setting, is always strictly greater because the inefficient type is required to perform a

null action.

The paper is organized as follows: In Section 2 the general model is presented.
In Section 3 we obtain the minimax regret mechanism and we analyze its properties.

Section 4 contains our conclusions.

2. The Model

The agent’s utility function is:
V(wat59) :t—U(iE,g) (1)

where z > 0 is his action, # € R is his type and t € R is the transfer. We assume
6 € {61,602} C R with 6; < 65. The agent’s reservation utility is Vg
The principal’s utility function is:

U(z,t,0) = u(z,0) — M (2)

where A > 0 represents the principal’s preferences about the agent’s welfare or, in the
p P p g

regulation setting, for instance, reflects the cost of public funds.

In our setting, the revelation principle —see, for instance, Myerson (1981)— is
satisfied because the principal criterion to select contracts is independent from the
information revelation problem. So we can consider, without loss of generality, that
the principal proposes direct revelation mechanisms for which the agent announces

his true type.

Under complete information, for each 4 observed by the principal, he maximizes
the function (2) subject to the individual rationality constraint V(z,t,8) > V5. This

is equivalent to the pointwise maximization of the function

U(-,0) :=u(-,0) — Av(-,0) (3)

Under incomplete information, the principal will propose mechanisms that verify
incentive compatibility and individual rationality constraints. For notational simplic-

ity, let [2,t] = [#1, z2,11,12], denote a feasible mechanism where the action asked for
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the agent is z; if he announces 6; (i = 1,2), and ¢; (i = 1,2} are the corresponding
transfers. We will denote de the agent’s action function by [z] = [x1, #2]. In this way,
the principal offers mechanisms verifying the following constraints, for ¢, j = 1,2, with

ti—v(x,-,éi) >t —v(:uj,()i) (ICZ)

t; — 'U(.’L',',@,') >W (IR;)

The first constraints prevent the agent from lying when he announces his type. The

second ones are necessary for the participation of the agent.

We will assume that functions u(-,-) and v(-,-) are three times continuously

differentiable and that they satisfy the following regularity assumptions:

Bpv(-,-) >0, wpv(-,-) >0, pagv(-, )20 (RA1)
89“(' ) ) S 0) a$9u( 3 ) S 0; 81-‘1‘9“(‘ y ) S 0 (RA2)
O5s¥(-,-)<0, F2fT>0i=1,2 / V(1 0,)=0 (RA3)

Assumption RA1 is composed of three conditions. The first one is the mono-
tonicity of the agent’s welfare in types (involving that any mechanism, which satisfies
constraints IC; and IR, verifies IR;). The second one is the Spence-Mirrlees con-
dition -~involving the compensation for a low-type agent must be lower than the
corresponding one to a high-type agent, given a required increase in the agent’s ac-
tion. In the standard model, the third condition in RA1 implies that (with RA2) the
solution of the substitute program is decreasing and then, implementable by means
of a truthful direct-revelation mechanism -—see, for instance, Fudenberg and Tirole
(1991).

Assumption RA2 guarantees that the objective function of complete information,
¥(-,-), has the suitable properties for the good behaviour of optimization programs
that we will define later. Note that RA2 is satisfied when u(-, ) does not depend on
types.

Assumption RA3 says that the optimal agent’s action under complete information
exists, is unique and interior. Such an action is denoted by [2“!] = [2{7, 2§T]. We
will write UF7 = ¥(z¢7,6;), i = 1,2. Under RA3, the principal’s optimal utility

under complete information is \IIZCI — AVy when the realized type is 8;, ¢ = 1,2
For simplicity of the analysis, we will consider the following functions:
Gi(-) =TT (-, 0), i=1,2
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We can interpret the functions G;(-), ¢ = 1,2, as the complete information principal’s
regrets at types 6;, i = 1,2, because each one is the difference between the maximal
principal’s utility for a given type and his utility, under complete information, when
he demands an action from the agent with the given type. We will later see how these
functions are related to the principal’s regrets in the incomplete information setting.

The informational rent function is given by:

p(-) = v(-,82) —v(,61)

Regularity assumptions are natural enough in the regulatory setting. The follow-

ing example formulates the regulation, through the output, of a nonmarketed good.

Example 1 Consider a firm producing a public good with a cost function
Cl(,6) = bz + £(6)

where 0 is the marginal cost and the fixed cost f(6) depends on the type 6 Let S(x)
be the consumers’ surplus when the produced quantity is z > 0.

The regulator’s objectives are
S(z) = t+ (1= N[t - C(z,0)],

1.e., the sum of the consumers’ surplus net of transfers and the firm’s utility multiplied
by the coefficient 1 — A (0 < A < 1) that represents distributional considerations (see,
for example, Caillaud, Guesnerie, Rey and Tirole (1988)). We can adapt this problem

to the general setting by using the following functions:
u(z,0) = S(z) — (1 =N)C(z,0), v(z,0)=C(x,0), ¥(z,0)=S5(z)—-C(z,0)

Thus, if the willingness to pay of consumers P (-} = S'(-) verifies 6; < 65 < P(0),
P'(:) < 0, P(+00) =0, and if f'(-) > 0 holds, the regularity assumptions are satisfied.
We can easily obtain, for the present example, the first-best productions:

efT =P8, i=1,2,
the informational rent function:
pl) = Abz+ Af, with A8 =0,—-6, >0, Af = f(02) — f(61) >0,
and the complete information regulator’s regrets:
Gi(z) = S(P~Y8;)) — 6:; P74(6;) — S(z) + 6;z i=1,2.
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In this example we can see that if the fixed cost is heavily increasing in types,
the informational rent may be very high whereas the complete information regrets
are independent of the fixed cost. This implies that, in the general setting, the
minimal informational rent may be very high compared with the values of the complete
information regrets.

The regularity assumptions imply “good” properties for the functions in the

model. The following proposition gathers them.

Proposition 1 Under the regularity assumptions, we have:

(a) The optimal agent’s actions under complete information [z{!, 2§1] satisfy z{T >
z§!. The principal’s optimal expected utilities are UEL —AVy, i = 1,2 verifying
weT > wol

() p(1)>0,0()>0,p"(:) 2 0.

(c) The functions Gi(-), 1 = 1,2 are C? and strictly convex, and they achieve its min-
imal values at xiCI, 1 = 1,2 respectively, with G,-(J:Z-CI) =0, 1 =1,2. Moreover,
they only intersect once.

(d) The function Ga(-) — Ap(-) is strictly convex and C? and achieves its unique
minimal value, which is negative, at a point z* €]z$?, z¢!]. Moreover, there is
a unique point q > z* such that Ga(gq) — Ap(q) = 0. If G2(0) > Ap(0), there is a
unique point p > 0 satisfying p < z§T, Go(p) — Ap(p) = 0.

Proof: See Appendix 1.

It is known that (see, for instance, Guesnerie and Laffont (1984)) a given profile
of actions is implementable (i.e., there is a transfer function such that, with the profile,
forms an incentive compatible mechanism) if and only if the profile is a monotonic
function of types, provided that both the type and the agent’s actions are unidi-
mensional. So, proposition 1(a) implies that the first-best solution is implementable.
Moreover, it suggests that the first-best principal’s utility at the efficient type be
strictly greater than the one at the inefficient type. Proposition 1(b) shows that, as
in standard adverse-selection models with a finite number of types, the informational
rent function is positive, strictly increasing and convex. Proposition 1{c) points out
that, under complete information, the minimax regret criterion leads to the first-best
actions. In proposition 1(d), we can see that there always exists an action, which is
higher than the complete information optimal action at the inefficient type, equalizing
the corresponding complete information regret with the informational rent perceived
by the principal. Moreover, there is another action that verifies also that equality,
but it is lower than the above first-best action, when the minimal informational rent

is low enough. These actions are important in the analysis
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The principal’s regret functions and the minimax regret mechanisms are defined

below.

Definition 1 For the mechanism [z,t], the principal’s regret at the type 6; (1 = 1,2)
is

Ri([z,t]) = ¥ET — AV — [u(zi, 6;) — Mty ]

Definition 2 A mechanism [z,t] is a minimax regret mechanism if it is a solution of

the program M RP, below.

min { max{ (e, 1), Ba((z. 1)} }
s.t.
(MRP) t1 — v(2y,01) >ty — v(2a,61) (ICy)
ty — v(23,05) > t1 — v(21,05) (IC3)
t — v(zy,01) > Vo (IRy)
to — v(we,82) > V) (IR2)
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3. The minimax regret mechanism

In this section we will find the minimax regret mechanism, i.e , the solution of program
MRPy. To simplify, we will use the variables V; = ¢; — v(2;,6;), i = 1,2, and the
functions G;(+), (i = 1,2) and p(- ). It is immediate that program M R Py is equivalent
to the program M RP; below. Note that, as in the usual adverse selection models,

constraint IR; is implied by constraints /Cy and [ Rs

min max{Gi (1) + MVi = Vo), Galwz) + A(Va - Vo) }
s.t.
(MRPy) Vi > Vo + ples) (ICh)
Vo > Vi = p(x1) (1C9)
Vo > Vo (IR2)

Here it is important to remark that regrets and complete information regrets are

related by the equalities:
Ri([z,t]) = Gi(zi) + MV — Vo), i=1,2 {4)

This is the fundamental fact for the analysis.

We will denote F(P) the set of feasible points of a general program P. The set
of solutions of a program P will be denoted S(P). The optimal value of a program P
will be denoted I'(P). Trivially, we have F(MRP,) # #. Lemma 1 below shows that
program M RP; is equivalent to the program:

min max{Gl(af:l) +A(Vi = W), Gz(l’z)}

[:E‘,Vl]
Vi > Vo + p(z2) (IC1)
Vi < Vo + ple) (1C2)

The reason is that, as in standard models, constraint /R: is binding at the
optimum. We can always decrease the agent’s utility at the inefficient type up to the
reservation utility, by diminishing in the same amount the agent’s utilities V7 and V5,
and keeping the validity of constraints ICy and IC5. This procedure decreases both,
the principal’s regret at the efficient type and the one at the inefficient type.

Lemma 1
(a) If [z,V] € S(MRP,), then Vo = Vj and [z, V1] € S(MRP>).
(b) If [x,V1] € S(M RP;), then [z,V] € S(MRP,) with Vo = Vy.
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Proof: See Appendix 2.

Other standard result that will be verified in our model is that constraint IC}
is binding at the optimum. Given a feasible point for program M RP,, by decreasing
the agent’s utility at the eflicient type up to the lower bound in constraint ICy, the
principal may maintain the validity of constraint /Cy and decrease his regret at the
efficient type. This justifies that program M RPa is equivalent to program M RP;
below.

Ir[ii]n max{Gl (z1) + Ap(za), Gg(;l?g)}
(M RP3) st

251

The following lemma proves the above equivalence Note that, given a solution of
program M RPs, lemma 2 implies that there is another solution for which constraint
IC is binding.

Lemma 2
(a) If [z, V1] € S(M RP,), then [z] € S(M RPs).
(b) If [z] € S(M RPs), then [z, V1] € S(M RP>) with Vi = Vj + p(2).

Proof: See Appendix 3.

The results in previous lemmas are not surprising because the agent’s utility, at
the efficient and the inefficient type, increases the respective principal’s regrets (see
equalities (4)). To decrease both regrets, the principal pays the reservation utility to
the inefficient type (lemma 1) because the incentive compatibility constraints allow it.
To decrease the regret at the efficient type, he pays the efficient type as little as the
incentive compatibility constraint corresponding to this type (IC1) permits it {lemma
2). The produced informational rent, which is received by the efficient type, depends
on the agent’s action at the inefficient type.

The objective function of program M RPs will be denoted
F(zq,z2) = max[ Gi(x1) + Ap(z2), Ga(za) |

We can interpret this function in terms of a distortion, caused by the agent’s hidden
information, of the complete information principal’s objectives. If the information
were complete, the minimax regret criterion would consist in the minimization of the
maximum of the two complete information regrets Gi(x1) and Ga(za). Note —see
(4)— that this procedure leads us to the first-best solution [#/] The distortion
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induced by the hidden information consists in adding the informational rent —which
increases the rent of the efficient type— perceived by the principal to the principal’s
objectives under complete information. The essential feature of this distortion is that
the perceived informational rent is added only to the principal’s regret at the efficient
type.

Fortunately, the function F(z1, z5) has a strict minimum, and this unique mini-

mum is a feasible point of program M RP;s.

Proposition 2 The only solution [z}, z}] of the program M RP; satisfies the prop-

erties below.

(a) If G2(0) < Ap(0): 5 = 2§15 =0, T(MRP3) = Ap(0).

(b) If G5(0) > Ap(0): =t = 2§71, 23 = p, (M RP3) = Ap(p) = Ga(p), where p is the
only positive point lower than z§! that verifies Ga(p) = Ap(p).

Proof: First, we prove that the function F(-, ) has a strict minimum in R?. Since
G1(z§T) = 0 < G1(-), we have F(z1,z3) > max[ Ap(ea), Ga(za) ] := J(22)

Under G9(0) < Ap(0), the function J(-) verifies: J(z) = Ap(z) for = € [0, ¢,
and J(z) = Ga(z) for & > ¢ (see the properties of Ga( ) — Ap(-) in proposition 1).
Because R'(-) > 0, we obtain J(-) > J(0). Therefore,

F(z1,22) > J(0) = Ap(0) = F(2{7,0)

Under G2(0) > Ap(0), we have that J(z) = Ga(z) for z € [0, p], J(z) = Ap(z)
for z € [p, q], and J(2) = Ga(z) for « > ¢ (see the properties of Ga(-) — Ap(-) in
proposition 1). Since p < z§7 < g it follows that J(-) > J(p) and thus

F(zy,23) > J(p) = Ap(p) = G2(p) = F (27, p)

Since G4(-) > 0 and R'(-) > 0, the function J(-) is strictly convex and the minimum
of F(-,-) is unique.

We can check immediately that points (z{7,0) and (z$7,p) satisfy the con-
straint of program M RP; in the cases G2(0) < Ap(0) and G2(0) > Ap(0) respectively.
Q.E.D.

Theorem 1 below shows that for the minimax regret mechanism there is not
distortion at the top: the first-best action at the efficient type is demanded from
the efficient type. On the contrary, for the minimax regret mechanism, the agent’s
action at the inefficient type is lower than the respective optimal one under complete

information. The intuition is the following. If the information were complete the
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principal would minimize the maximum of the two complete information regrets,
obtaining the first-best solution. For this solution, the agent’s action at the efficient
type is strictly greater than the one at the inefficient type and, therefore, it is incentive
compatible. When the information is incomplete, only the efficient type receives the
informational rent and, therefore, this rent increases only the principal’s regret at the
efficient type. So, for the minimax regret mechanism, the principal requires the first-
best agent’s action from the efficient type, because, given an action for the inefficient
type, the principal’s regret at the efficient type is the lowest possible if the agent’s
action at the efficient type is the respective first-best action. Next, the principal
compares two factors: the perceived informational rent —which now coincides with
the principal’s regret at the efficient type— and the complete information regret at the
inefficient type. If the minimal informational rent is high enough [G2(0) < Ap(0)] the
first factor prevails and the principal chooses a null agent’s action at the ineflicient
type (recall that the informational rent function is strictly increasing). When the
minimal informational rent is low enough [{G2(0) > Ap(0)] the principal chooses an
action equalizing both factors because he tries to minimize the maximum value of

them

exists and is unique. It

Theorem 1 The minimax regret mechanism [x™MF, 1M E

verifies
(a) if G2(0) < Ap(0):

lel/IR xICI xJQWR =0

3

VME =V 4+ p(0), VME=V,
Ra([e™B, VMR = Ap(0) > Go(0) = Ro([zMF, V)

(b) if Ga(0) > Ap(0):

MR I MR
L1 :l‘f y La =p

VME=Vo+p(p), V'R =Vp
Rl([a:MR, VMR]) =Ap(p) = Ga2(p) = Rg([xMR, VMR])

Proof:

(a) Assume G2(0) < Ap(0). Previous lemmas show that a solution [2M f VM E] of
program M RP; has to verify [¢M %] € S(M RPs3) and, therefore, we have 2 = ¢{!
and £} = 0. From lemma 1, the equality V;¥E = V4 holds. From lemma 2, we
obtain that [zM# V1] is also a solution of program M RP» if Vi = Vo+p(0). Therefore,
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we have:
max[A(VM R - V), Go(0)] =
=max[AR(0), G2(0)] = Ap(0) >
SAVME - Vo).

Since [xME VME] is feasible for program M RP,, we have V¥ —Vj, > p(0) and then,
VME = V4 + p(0) holds. From the relation (4) between the regrets and the com-
plete information regrets, we show easily that R;([zME® VME]) = X\p(0) > G2(0) =
Ry([zMR, VMR]).

On the other hand, there is a unique solution of program M RPs;. This is [z]
such that z; = z{! and z; = 0. From previous lemmas, it follows that [z, V],
with Vi = V5 4+ Ap(0) and Vi = Vp, is a solution of M RP;. So, the minimal regret
mechanism exists, it is unique and it has the properties in the theorem.

(b) When G2(0) > Ap(0), there exists a point p (see proposition 1) for which
G2(p) = Mp(p) and moreover 0 < p < z§7. By means of an argument similar to the
one of part (a), we can prove that, in this second case the minimal regret mechanism

also exists, it is unique and it has the properties in the theorem. Q.E.D.

Note that when the minimal informational rent is high enough, for the minimax
regret mechanism, the principal’s regret at the efficient type is strictly greater than
the one at the inefficient type. The reason is that, here, the very high informational
rent, which implies a very high principal’s regret at the efficient type, dominates the
principal’s regret at the inefficient type. The principal prefers the minimal informa-
tional rent and then, he chooses a null action at the inefficient type. This strong

distortion is not so big as to cancel the high principal’s regret at the efficient type.

To compare the minimax regret solution with the one that is obtained in the
Bayesian setting, in which the principal and the agent know the ex ante distribution
of types, we will denote = € [0, 1] the probability of the efficient type.

For this later setting, the principal will maximize the expected utility
7l ulzy, 01) = Ay |+ (L — m)[ u(wa, B2) — Ata ]

under constraints ICy, ICs, IR1, IR,.

We can check easily that this is equivalent to the maximization of
7!‘[ \I’((El,al) - /\p(ajg) } + (]. — 71')\1’(.’133,93) - AV

subject to the constraint z; > zo.
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Under regularity assumptions RA1, RA2 and RA3, if we suppose also

, (5)

the optimal agent’s actions under incomplete information, in the Bayesian setting,

exist and are interior. They are z¥ = :vch and 2% verifying

/(B
8, (28, 0,) = éf_f’_(g) (6)

l—m

Moreover, we have 8 < 2§ < 2§71 = 8.

From Theorem 1, when the minimal informational rent is low enough [G2(0) >
Ap(0)], the Bayesian predictions and the corresponding ones to the minimax regret
mechanism are qualitatively similar. On the contrary, if the minimal informational

rent is high enough, predictions are different.

Corollary 1 Suppose the regularity assumptions, the condition (5) and a sufficiently
high minimal informational rent [G2(0) < Ap(0)] Then the optimal agent’s action
under incomplete information, in the Bayesian setting, verifies 22 = 2¢1, 28 > 0,

but the minimax regret agent’s action satisfies e} ft = 2§'T 2} =0

Proof: Form (6), the condition (5) implies € > 0. Theorem 1(a) implies the other
equalities. Q.E.D.

Under a minimal informational rent that is low enough, the minimax regret mech-
anism may produce more o less distortion than the solution of incomplete information

in the Bayesian setting. The following example gives an illustration of this fact

Example 2 Consider the particular case of Example 1 where the willingness to pay
of consumers is P(z) = §'(z) = a — z, with a > 6, + 378¢

We have G2(0) — Ap(0) = @_—29_2)_2_ ~ AAf. Thus, in this example, G2(0) > Ap(0)
suggests that the sales of the inefficient monopoly (without regulation) are greater
than the social difference of fixed costs A\[f{#2) — f(61)] > 0.

The optimal firm’s productions in the Bayesian setting under
P g

2AAf < (a—62)°.
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are:

A7
e =a—01, a5 =a—0— ;_A?f,
because, here,
a?— (a—1z)?
¥(e,0) = ST e s o)

and, in consequence we have 3,%¥(0,62) = a — 62 and p'(x) = Af, which implies
condition (5) in this particular case. The value of z¥ is deduced from (6).

The minimax regret productions, from Theorem 1(b), are:

eMB =g —0;, eME=a—0;4+ A0 — /(a -0+ AA0)2 — (a— 02)% + 2AAf
The value of £ E is p verifying

Ga(p) — Mp(p) = S(P™1(62)) = 02P 7" (62) — S(p) + O2p — AM[Abp + Af] =0,

2 N2
considering that, here, we have S(z) = ﬁ—jg—_—z—)— and P7l(z)=a—z
Therefore the minimax regret distortion is greater than the Bayesian one (ie.,
eME < 2B) if and only if:

. A(Af)?
T 1= A(AG)? +2A0(a — 62) + 2Af

This example suggests the following intuition. If the probability of the eflicient
type is small, the Bayesian distortion has to be low because the importance of the
inefficient type into the principal’s objective function corresponding to the Bayesian
setting decreases with this probability. Note that, from relation (6), the optimal
action at the inefficient type in the Bayesian setting goes to the corresponding first-
best action when 7 goes to zero. So, if the probability of the efficient type is low, the
Bayesian distortion may be lower than the one in the minimax regret setting. If the

probability is large, the distortion in the Bayesian setting will be bigger.
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4, Conclusions

In this paper we examine an adverse selection relationship, between a principal and an
agent, when the principal uses the minimax regret criterion to choose the mechanism
under a complete ignorance of the two-point distribution of the agent’s types. In
this setting, the regret of a mechanism for a given type, is the difference between
the maximal (complete information) utility, which the principal could obtain for that
type, and the utility actually obtained with the mechanism at the given type. So, any
mechanism has a maximal regret. Therefore, we assume that the principal will choose
the mechanism, which satisfies the incentive compatibility and individual rationality
constraints, with a minimal value for the maximum of the two regrets

We show that for the minimax regret mechanism there is not distortion at the top:
the efficient type is asked for the optimal agent’s action under complete information
On the contrary, it entails an agent’s action lower than the first-best one for the
inefficient type.

When the minimal informational rent is high enough, we also show that the
distortion is the greatest: the minimax regret mechanism asks the inefficient type
for a null agent’s action. Moreover, for this mechanism, the principal’s regret at the
efficient type is strictly bigger than the one at the inefficient type. When the minimal
informational rent is low enough, for the minimax regret mechanism, a positive agent’s
action is required from the inefficient. Moreover, for this mechanism, the regrets at the
efficient and at the inefficient type are the same and they are equal to the informational
rent perceived by the principal.

If the minimal informational rent is low enough, the minimax regret mechanism
may produce a distortion greater or smaller, according respectively to a low or high
probability of the efficient type, than the one usually obtained concerning an ex ante
distribution of types. On the contrary, if the minimal informational rent is sufficiently
high, the distortion produced may be always strictly greater independently of the

distribution considered in the Bayesian setting.
Appendix 1 Proof of proposition 1

(a) The optimal agent’s actions under complete information are the solutions of
the problem: max¥( ,0) for § = 6;, 6, Then, they are 2§7, 2{7 from RA3. By
RA1 we have 9,0¥(-,-) < 0 and therefore 0 = 3, ¥(2$7,6,) > O, ¥ (2§ 65) This
implies {7 > z§7 by RA3. From RA1 and RA2, we have §y¥(-, ) < 0 and then
T —w§T > Ui —w(z§T 6,) > 0.

(b) From RA1, we have p(-) = v(,82) — v(-,61) > 0, p'(() = Opv(-,02) —
Opv(-,61) > 0, p'(") = Bpzv(-, 02) — Bypu(-,02) > 0, because 5 > 63
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(c) From (a), the functions G (- ) and G3(- ) are strictly convex, and they achieve
its minimal values at {7 and z§7 respectively, with G2(2§7) = Gy(2{!) = 0. By
RA1, we have [G1()—G2(-)) = 8,¥(-,02) =0, ¥(-,81) < 0 and G1(2§T) = Ga(2§7T) >
0, G1(z§1) = G2(z§T) < 0. Then, the functions G1(-) and G ) intersect at only one
point in J2§7, ¢

(d) Consider the function Au(-) := u(-,61) — u(-,02). By RA2 we have that
Au() > 0, Aw() > 0, Au(1) > 0 Since Go( )~ Ap( ) = Gr( )+Au( )= UFT+ugT,
we obtain

[G2(-) = ()" = GI()+Au"() >0, Gyes!) =M (e57) = =M/ (257) <0
G4(aC) = M/ (aF1) = Aw (") 2 0
Then, there is only a point z* verifying G4(z*) — Ap'(z*) = 0, and moreover, z* €
1251, 2CT]. We have also Go(2*) — Ap(2*) < Ga(2§7) — Ap(e§T) = —Ap(z§7) < 0.
Thus, there is a unique point ¢ > z* such that Ga2(¢) — Ap(g) = 0 When G»(0) —

Ap(0) > 0 there is p such that 0 < p < z* satisfying the equality Ga(p) = Ap(p)
Moreover, we have p < a:ZCI‘, Q.E.D.

Appendix 2 Proof of Lemma 1

(a) Consider [z,V] € S(MRP;). If IR, were no binding for [z, V], some mech-
anism [z, V'] with V/ = V — ¢, € > 0, would be feasible for M RP; with a value of
the objective function strictly lower than the corresponding one for [z, V] Thus,
Vo = Vo holds and then, [z,Vi] € F(MRP:). If [2,Vi] ¢ S(MRP,), there is
[#', V{] € F(M RP,) such that

max[G1(z}) + A(V] = Vo), Ga(zh)] < max[Gi(z1) + A(Vy — Vo), Ga(z2)].

So, we have [z',V'] € F(MRP;), where V4 = Vp, which contradicts that [z, V] is
optimal.
(b) Consider [z, V1] € S(MRP,). We have that [z, V] € F(MRP,) where V5 =

Vo. If [2,V] ¢ S(MRP), there is [¢/, V'] € F(M RP;) such that

max[G1(z1) + A(V{ = Vo), Ga(x3) + A(Vs — 1o)] <

max[Gl(:cl) -+ /\(‘/1 — Vo), GQ(iL’Q) — )\(Vg — Vo)]
If IR, were no binding for [z, V'], applying the argument in part (a), there would be
[, V"] € F(MRP;) such that IRy would be binding and verifying the above strict

inequality. Therefore, we can consider that, without loss of generality, I R» is binding
at [z/, V'] Since [2/, V] € F (M RP,), this contradicts that [, V1] is optimal. Q.E.D.
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Appendix 3 Proof of Lemma 2

(a) Let [z,V4] be a point in S(MRP,). Evidently, we have [z] € F(MRPs).
Suppose that [z] ¢ S(M RPs). Then, there exists [2'] € F(M RPs) such that:

max[G1(z]) + Ap(z3), Ga(z3)] < max[Gi(e1) + Ap(e2), Ga(z2)].

Since Gi(z1) + AM(V1 — W) > Gi(z1) + Ap(zs), we have:

where V] = Vo+p(z5). Because z4 < 2} and R'(-) > 0, the relation p(z}) = V{—V5 <
p(z}) holds and, in consequence, we obtain [z', V] € F(M RP,). This is impossible
because [z, V1] € S(M RP;). Therefore, [2] € S(M RPs) holds.

(b) Consider [z] € S(M RPs). We have [z, V1] € S(M RP>) when Vi = Vo + p{z2)
because p(x2) < p(z1). Suppose [z, V1] ¢ S(MRP.). Then, there exists [2/,V]] €
F(M RP,) such that:

max[G1(#1) + MV = Vo), Ga(ah)] <

< max[Gl(ml) + /\p(l‘z), G2($3)]
Since G1(z}) + A(V{ — Vo) > G1(=}) + Ap(zh), we have:

max[G1(z]) + Ap(ah), Ga(zy)] <
<max[Gi(z]) + AMV{ = W), Ga(2h)] <
<max[Gy(z1) + Ap(x2), Ga(22))

Because R'(-) > 0, we obtain [2'] € F(M RPs) and this contradicts that [¢] is optimal.
Therefore, we have [z, V1] € S(M RP;) with V; = Vj + p(e2). Q.E.D.
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